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#### Abstract

1. The rapid changes in the climate of Antarctica are likely to pose challenges to living communities, which makes monitoring of Antarctic fauna an urgent necessity. Benthos is particularly difficult to monitor, and is sensitive to local environmental changes. At the same time, long-term monitoring is complicated by logistical factors. It is therefore urgent to develop advanced instruments to set up autonomous and long-term monitoring programmes to obtain the lacking biological knowledge needed to understand this complex and remote marine environment.


2. We present a pilot study to set up a non-invasive and sustainable autonomous monitoring activity in Antarctica, leveraging on a specifically designed automated camera recording, computer vision and machine learning image processing techniques. We also present and analyse the high-resolution image dataset acquired for an extended period of time encompassing both the summer and the Antarctic night and the corresponding transition periods.
3. The results of this study demonstrate both the effectiveness of such an autonomous imaging devices for acquiring relevant long-term visual data and the effectiveness of the proposed image analysis algorithms for extracting relevant scientific knowledge from such data. The presented results show how the extracted knowledge discloses dynamics of the observed ecosystems that can be obtained only through continuous observations extended in time, not achievable with the state-of-the-art monitoring approaches commonly implemented in Antarctica.
4. The success of this pilot study is a step towards the collection of continuous data near shore in Antarctic areas and in general in all the remote and extreme underwater habitats. Moreover, the presented stand-alone and autonomous imaging device can be used for increasing the number of the monitoring sites in remote environments and when complemented with the acquisition of physical

# and bio-chemical variables it can be used for obtaining data collections of great scientific value difficult to acquire otherwise. 
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## 1 | INTRODUCTION

The Southern Ocean and Antarctic coastal seas cover approximately $10 \%$ of the area of the world's oceans (Rogers et al., 2020), and only $2.1 \%$ of the Antarctica shelf is shallower than 200 m (Peck, 2018). In the recent past, the continent and its surrounding ocean and islands have been the focus of studies in ecology, biology and oceanography (Brasier et al., 2019; Clark et al., 2019; Malyarenko et al., 2020), showing that it is a complex environment where biological, chemical and physical parameters operate either synergistically, additively or antagonistically, and have a significant impact on the coastal environment (Convey \& Peck, 2019).

The relatively high level of marine biodiversity in the Southern Ocean depends on an environmental heterogeneity from small to large spatial scales. Such heterogeneity involves variation in latitude, nutrient dynamics and light availability between the austral day and night, but also depends on the variations in the thickness of the covering ice pack and on the scouring effects of icebergs (Barnes, 2017; Rogers et al., 2020).

Anthropic-driven climate change is responsible for the modification of the physical conditions and of the structure of the ecosystem in the Southern Ocean (Rogers et al., 2020). These changes affect the benthic coastal communities mainly as a consequence of an increase in the water temperature, the melting of the ice shelf and the glacial retreat (Rogers et al., 2020). To understand the effect of these environmental changes on the marine Antarctic biodiversity, it is important to understand the functioning of the benthic communities, as they have a significant role in shaping the bio-physical processes of the existing marine ecosystems (Clark et al., 2019; Cummings et al., 2018; Dayton et al., 2019; Gutt et al., 2019; Wan Hussin et al., 2019).

To achieve this goal, baseline surveys and continuous monitoring of natural ecosystems are urgently needed, as proposed by the 'Southern Ocean Observing System' (SOOS, 2017) and by the 'Scientific Committee on Antarctic Research' (SCAR, 2021) and discussed in the 'ANtarctic Terrestrial and Near-shore Observing System' report (ANTOS, 2015). Similar monitoring actions are also urged by the most important networks of marine observing systems, such as, for example, the 'Joint European Research Infrastructure network for Coastal Observatory' (JERICO), the 'European Multidisciplinary Seafloor and water column Observatory' (EMSO) and 'Ocean Network Canada' (ONC; Dañobeitia et al., 2020; Moran et al., 2019; Painting et al., 2020).

As suggested in Convey and Peck (2019), the most urgent actions to carry out are as follows:

- long-term and multidisciplinary evaluations of environmental change and the corresponding responses of the biota in terms of their distributions, physiologies, population ecosystem genetic structure modification and function;
- assessing how successful conservation measures are currently in the Antarctic marine environment, including programmes to collect the required data;
- expand the spatial and temporal resolution of oceanographic and biological measurements across the Southern Ocean.

For these reasons, there are many studies on the Antarctic marine environment aimed at collecting and analysing datasets extended in time, especially describing benthic fauna (Dayton et al., 2019; Pineda-Metz et al., 2020), fisheries (Watters et al., 2020) and plankton (Bolinesi et al., 2020; Cecchetto et al., 2021). Unlike the traditional survey programmes, operated through the direct intervention by the researchers in situ (e.g. research vessels, in situ measurements), automated and autonomous monitoring activities can collect large amounts of data, for periods extended in time, and in remote regions characterized by harsh conditions (Aguzzi et al., 2019; Rountree et al., 2020). Unfortunately, long-term and autonomous monitoring actions in Antarctica are still insufficiently practiced, and deal mainly with ice-sheet dynamics, iceberg tracking and meteorological data (Barbat et al., 2021; Ramesh \& Soni, 2018; Rignot et al., 2019).

Among the methods for underwater environmental monitoring, video-based observation is increasingly being considered one of the most promising tools for environmental monitoring (Bicknell et al., 2016; Zampoukas et al., 2014). Nevertheless, underwater video monitoring in the Antarctic regions is not yet fully exploited, mainly due to the challenging in situ conditions and the high logistics costs of the survey campaigns and of the underwater instrument deployment. Examples of short-term video monitoring activities are the photogrammetry approach proposed in (Piazza et al., 2018, 2019,2020 ) and the time-lapse cameras deployed for a few days in coastal areas, for observing benthic organisms (Kim et al., 2007; Peirano et al., 2016).

Within this context, this work presents and discusses a pilot study for an autonomous and long-term image-based monitoring activity, performed continuously from January to November 2017 in proximity with the Mario Zucchelli Station (MZS; Tethys Bay, $74^{\circ} 41.410^{\prime} \mathrm{S}$, $164^{\circ} 06.233^{\prime} \mathrm{E}$ ), Figure 1a,b. The monitoring activity was performed through a stand-alone imaging device (Figure 1c-e), specifically conceived for autonomous deployment extended in time (Corgnati et al., 2016; Marini et al., 2013; Marini, Corgnati, et al., 2018).

(a)
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(c)
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FIGURE 1 Overview of the monitored site. (a) Mario Zucchelli Station, Terranova Bay (Ross Sea) $74^{\circ} 41.410^{\prime} \mathrm{S} 164^{\circ} 06.233^{\prime} \mathrm{E}$; (b) Surface of the deployment site; (c) Deployment on the seafloor; (d) The imaging device; (e) Example of image acquired by the imaging device using its own lighting system.

The autonomous imaging device was installed on a fixed platform on the seabed, in front of a granite cliff, facing NW, at a depth of 20 m . The device was programmed to acquire time-lapse images at 9-hr intervals of the sponge Mycale (Oxymycale) acerata Kirkpatrick, 1907 and of all the organisms surrounding the sponge during the monitoring period. This specific diving site, known as 'Zecca', was selected because of the availability of previous data on species distribution collected in the framework of previous expeditions and the presence of several prospering sponges. The site is also suitable for
long-term experiments as the seabed is protected from the devastating ploughing effects of the icebergs.

After the recovery of the instrument, the acquired images were visually inspected to recognize the local species and to determine their temporal distribution along the monitoring period. Subsequently, the image dataset was analysed through computer vision and machine learning techniques. Results prove the effectiveness of the long-term automated visual monitoring of underwater extreme environments, acquiring data capable of presenting high
relevance scientific information otherwise not accessible with the state-of-the-art monitoring approaches commonly implemented in Antarctica. The discussion section shows how autonomous and intelligent imaging devices, based on the presented pilot study, can be used for gathering relevant ecological information in harsh and remote environments for automated observations extended in time.

## 2 | AUTONOMOUS IMAGING DEVICE

The imaging device used for the long-term monitoring was specifically designed and developed based on the European patent EP 2863257 B1 (Marini et al., 2013). The technology described in the patent consists of an intelligent imaging device capable to execute on board image processing algorithms and perform data communication. It is conceived for autonomous and stand-alone image-based monitoring in remote marine environments for deployments over extended periods of time, as discussed in Corgnati et al. (2016) and Marini, Corgnati, et al. (2018).

The imaging device used for the long-term monitoring performed in Antarctica was specifically implemented without communication and image processing facilities. This choice was motivated by the difficulty to transfer the acquired data outside the surface ice pack and also because all the acquired images were considered relevant. In fact, all the phenomena we could observe on the seabed was unknown and, as a consequence, the image processing flow was also unknown. The computational resources of the device were then used for performing a periodic backup of the acquired images, to a secondary internal memory storage component.

The imaging device implemented for the proposed pilot study was designed to be as simple as possible to ensure its functioning along the whole monitoring period in the extreme conditions of
the Antarctic sea. Figure 2a shows the imaging device and its main components.

The acquisition component was a commercial Canon EOS 600D reflex camera equipped with a specifically designed firmware based on the Magic Lantern toolkit (Magic Lantern, 2021). The firmware allowed the automatic shooting of an image. The overall behaviour of the imaging device was defined by three different programmes, $P_{0}, P_{1}$ and $P_{2}$, coded at hardware level in the control component and selected through a magnetic switch activated by a diver operator during the deployment operations. A schematic explanation of the three programmes is shown in Figure 3. The device was equipped with a service display, visible through the transparent underwater case shown in 2c. During the execution of the programme $P_{0}$, a live view stream was redirected to the service display, to ease the diving operations of the deployment as shown in Figure 2d. The programmes $P_{1}$ and $P_{2}$ were characterized by two different standby time $T_{1}$ and $T_{2}$, for two different acquisition frequencies. The lighting system consisted of four high-performance LEDs embedded in epoxy resin and wired to the device underwater case, as shown in Figures 2a,d. The Control component was set to back up the camera every 100 acquired images, independently by the programmes $P_{1}$, and $P_{2}$. The processing component used in the pilot study was based on a Raspberry PI board (Raspberry Pi Foundation, 2021) and it was used for the periodic backup of the images acquired by the camera. The processing component was connected to the USB port of the Canon EOS 600D camera and during the backup, an automated script set up the connection to the camera for transferring only the images not yet backed up. Finally, an underwater wet connector allowed a diver operator to connect an external processing component (Figure 2 b ) to the processing component of the imaging device for downloading the acquired images without recovering the device. This functionality was particularly useful for checking the correct positioning of the device few days after the deployment.


FIGURE 3 The three programmes for the positioning of the imaging device $P_{0}$, test $P_{1}$ and the operative monitoring activity $P_{2}$.

## 3 | VISUAL INSPECTION OF THE IMAGES

During the monitoring period, from January to November 2017, the autonomous imaging device was installed on a fixed platform, at a depth of 20 m , as shown in Figure 1c,d. The device acquired one
image every 9 hr , throughout the Antarctic summer, winter and the intermediate transition periods, for a total of 755 high-resolution colour images. Each image has a resolution of $5,207 \times 3,469$ pixels and was saved in the Canon proprietary raw format CR2 (CR2, 2021).

All the still images were acquired with a fixed field of view that allowed shooting the sponge $M$. acerata and the rocky area surrounding it, including the ice pack on the sea surface. An example of an acquired image is shown in Figure 1e.

After the recovery of the imaging device, the collected images were visually inspected and the framed organisms were counted, tagged and labelled. All relevant operational taxonomic units (OTUs) were first recognized by two trained biologists who compiled two independent classifications and, after having found the agreement on the identified OTUs, produced a visual list to instruct a manual annotator. Although there exist different software and web tools to support saving, managing, exploring, sharing and annotating marine imagery (Langenkämper et al., 2017; Rajesh \& Lalitha Bhaskari, 2020;

Schoening et al., 2016; Zurowietz et al., 2018) for each image, all animals on the scene were manually annotated using the general purpose 'labellmg' software tool (Labellmg, 2021). For each specimen and for each image, the animal's bounding box and its OTU class were recorded. In cases of doubt, the animal's genus or family name was recorded instead of its species. Once all images were annotated, the same operator double-checked each image with the goal of upsampling possibly missed individuals.

Such a visual inspection resulted in the identification of 12 genera and 1 unclassified organism, as shown in Figure 4, where examples of specimens of each genera are presented.

During the visual inspection, a total of 23,881 organisms were counted, as summarized in Table 1. Note that the counts do not necessarily correspond to the exact number of individual animals. In general, it is not possible to establish whether two specimens present in two consecutive images are the same individual or two different individuals. On the contrary, as for example in the case of the unclassified organism shown in Figure 4 e , it is probable that all the recorded counts correspond to the same individual staying almost in the same position for about 2 weeks. Nevertheless, the trend of the total animal counts and the temporal distribution of the species provide an useful insight into the observed fauna dynamics.

The duration of daylight is among the most important parameters driving the underwater faunal dynamics in the shallow coastal areas of Antarctica (Caputi et al., 2020; van Leeuwe et al., 2020). The average duration of daytime at the Mario Zucchelli Station was computed and discussed in Balog et al. (2019), yielding that from 3rd

November to 7th February the sun is above the horizon for 24 hr continuously, while from 3rd May to 10th August natural light is completely absent.

The changes in natural light affect the field of view of the acquired images, possibly affecting the visual counting in the furthest regions not sufficiently reached by the device lighting system. To avoid any potential bias due to the reduction of the field of view, the fauna dynamics presented were analysed by considering only the image regions constantly illuminated by the imaging device. This was obtained by masking the image regions not involved in the analysis and considering only the tags intersecting the unmasked region of the image. Figure 5a shows the total counts of the specimens for each image, together with the corresponding long- and mid-term trends, and an example of a masked image (Figure 5b-d).

A diagram of the total counts of the animals, restricted to the masked images, is shown in Figure 5a (black line). It shows that a large number of individuals are present until the end of February. This massive presence is due to the huge phytoplankton bloom produced when the sea surface is not covered by the ice pack (van Leeuwe et al., 2020). The quite evident drop in the counts following this phase (beginning of March) is not related to a sudden lack of organisms, but rather to the temporary presence of biofouling on the camera, following the phytoplankton bloom. The long-term trend (red dashed line) is computed through the LOWESS (LOcally WEighted Scatterplot Smoothing) approach, resulting in a concave curve with its minimum value near the end of the Antarctic night, represented by the two green vertical lines. This trend shows an

increase in organism counts at the two extreme bounds of the time series, corresponding to the most illuminated period of the year. The mid-term LOWESS trend (blue line) shows an oscillating signal with a non-constant frequency, suggesting that the observed abundance dynamics might depend on environmental parameters different from the natural light.

TABLE 1 Distribution of image tags per species

| Species | Number <br> of Tags |
| :--- | ---: |
| Sterechinus neumayeri (Meissner, 1900) | 16,605 |
| Odontaster validus Koehler, 1906 | 5,965 |
| Trematomus newnesi Boulenger, 1902 | 401 |
| Trematomus spp. | 267 |
| Polynoidae | 143 |
| Odontaster spp. | 139 |
| Diplasterias brucei (Koehler, 1907) | 137 |
| Ophiuridae | 79 |
| Ammothea sp. | 70 |
| Neobuccinum eatoni (E. A. Smith, 1875) | 23 |
| Unclassified | 21 |
| Staurocucumis turqueti (Vaney, 1906) | 17 |
| Flabegraviera mundata (Gravier, 1906) | 14 |
| Total tags | 23,881 |

The most observed species in the acquired images are the sea urchin Sterechinus neumayeri (Meissner, 1900) and the sea star Odontaster validus Koehler, 1906. These organisms are recorded as being abundant in all the acquired images and they are both present on the sponge and on the rocky bottom. The other observed species have a different temporal distributions, as shown in Figure 6, where the animal counts per species refer to the masked images and are grouped into bi-weekly temporal slots.

The species distribution shows that the $S$. neumayeri and the $O$. validus are the ones responsible for the concave shape of the longterm trend in the total count diagram. Trematomus spp. are present over the whole period, although a noticeable increase is recorded from the beginning of the Antarctic night until the end of the time series. A similar behaviour can be observed for the Polynoidae, the sea stars Odontaster spp. and the sea spider Ammothea sp., that occur occasionally until May for increasing their presence since the beginning of the dark period and in the following one. In contrast, the sea cucumber Staurocucumis turqueti Vaney, 1906 appears only in the daylight periods, in the second week of observation and just after the Antarctic night. The fish Trematomus newnesi Boulenger, 1902 is abundant in the surroundings of the sponge only in the first 2 weeks of observation, as well as the unknown species observed in the same weeks. The sea cucumber Flabegraviera mundata (Gravier, 1906) appears rarely, both in the daylight period and in the dark period. Similarly, the gastropod Neobuccinum eatoni (E. A. Smith, 1875) and the sea star Diplasterias


FIGURE 5 (a) The total count of the organisms (black line), the corresponding long-term LOWESS trend (dashed red line) and the midterm LOWESS trend (blue line), the two vertical lines refer to the beginning and end of the Antarctic night, respectively; (b) The mask binary image; (c) an example of acquired image; and (d) the corresponding masked example.


FIGURE 6 Bi-weekly distribution of the image tags, with respect to the species present in the acquired images. The two horizontal green lines correspond to the beginning and end of the Antarctic night period according to Balog et al. (2019). Along the species/genus are reported the number of tagged individuals.
brucei (Koehler, 1907) are abundant all over the year, in particular an adult of the sea star, whose size is noticeably larger than the average size of the other specimens (more than 20 cm in diameter), is observed in February.

## 4 | AUTOMATED IMAGE ANALYSIS

The acquired images have a significant information content, but a visual inspection for extracting such information would need a
considerable effort in terms of human resources. In contrast, algorithms for automated content-based image analysis can be used for extracting accurate and measurable knowledge from the acquired data, with little human effort required (MacLeod et al., 2010; Malde et al., 2019; Marini, Fanelli, et al., 2018).

Such automated approaches are gaining a growing consensus within the marine sciences community, becoming an established scientific tool for transforming underwater cameras into effective ecologic sensors (Aguzzi et al., 2020; European Marine Board, 2020; Jahanbakht et al., 2021; MacLeod et al., 2010; Malde et al., 2019; Marini et al., 2018). For this reason, besides visual inspection, computer vision and machine learning algorithms have been used for analysing the acquired images.

After the recovery of the autonomous imaging device, the collected images were analysed with the aim of estimating (a) the underwater environmental light changes; (b) the organisms activity dynamics; (c) the sponge activity; and (d) the automated detection of sea stars and sea urchins. Since the proposed processing algorithms are independent by the specific Antarctic application and by the used imaging device, they can be used for analysing different image datasets. To facilitate the reuse of the implemented analysis algorithms, the supporting information provide the user manual for executing the proposed algorithms.

## 4.1 | Underwater diffused light

The diffused light reaching the seabed through the ice pack does not correspond directly to the daylight dynamics discussed in Balog et al. (2019). For example, the accumulation of snow on the sea pack or the shadow projected by cliffs surrounding the studied area can locally change the underwater light dynamics. The underwater diffused light is estimated by combining the Dark Channel Prior (DCP) and Bright Channel prior (BCP) approaches (Dark Channel Prior Dehazing, 2015;Peng et al., 2018; Shi et al., 2018). DCP and BCP are based on the general assumption that the diffusion of the light depends on the particulates suspended in a medium (e.g. the water column), whose back-scattering distorts the colours and reduces the contrast between the objects in the scene (Peng et al., 2018; Shi et al., 2018).

Assuming that the light attenuation is homogeneous, the intensity $I^{c}(x)$ in the image colour channel $c$ at the pixel $x$ is defined by Equation (1; Peng et al., 2018):

$$
\begin{equation*}
I^{c}(x)=J^{c}(x) t(x)+A^{c}(1-t(x)), \quad c \in\{r, g, b\} \tag{1}
\end{equation*}
$$

where $J^{c}$ is the scene radiance, $A^{c}$ is the ambient light, $t$ is the transmission function and $c$ is one of the RGB image channels. The scene radiance is the light reflected by the objects in the scene, the transmission function describes the portion of the scene radiance which is not scattered or absorbed by the medium and which reaches the camera.

The DCP assumes that the image pixels corresponding to a smaller transmission value are affected by a hazing that attenuates
the differences between the intensities of the pixels in all three image channels (Peng et al., 2018). According to this assumption, for each pixel $x$ in the acquired image, the DCP approach defines the dark channel radiance as the minimum value among RGB channels in a local patch $\Omega(x)$ centred at $x$, as defined in Equation (2) (Peng et al., 2018):

$$
\begin{equation*}
J_{\mathrm{DCP}}^{\mathrm{RGB}}(x)=\min _{y \in \Omega(x)}\left\{\min _{c \in\{r, g, b\}} J^{c}(y)\right\} . \tag{2}
\end{equation*}
$$

The less the light reaching the pixel $x$ is affected by the back-scattering, the more its dark channel radiance $J_{\mathrm{DCP}}^{\mathrm{RGB}}(x)$ tends to zero. The dark channel image $I^{d c p}(x)$ is defined by substituting $J^{c}(x)$ with $J_{\mathrm{DCP}}^{\mathrm{RGB}}(x)$ in Equation (1). As a consequence, the term $J_{\mathrm{DCP}}^{\mathrm{RGB}}(x) t(x)$ tends to zero for the pixels not affected by back-scattering, while brighter pixels correspond to the diffused ambient light $A$, as their values only come from the term $A^{c}(1-t(x))$. The amount of diffused light in the image is computed by selecting a subset of brightest pixels in the dark channel image $I^{\mathrm{DCP}}(x)$ and computing their average intensity (Peng et al., 2018; Shi et al., 2018).

In the case of the images acquired during the Antarctic night, the diffused ambient light is absent but the computed dark channel image $I^{\mathrm{DCP}}(x)$ is not completely dark. The dark channel corresponding to such images has brighter pixels corresponding to the light diffused by objects in the scene (i.e. the sponge, the rocky bottom, the biofouling on the camera) illuminated by the lighting system of the imaging device. The misleading effect of these pixels is mitigated by computing the BCP image and combining it with the DCP image. Based on the same assumption used for the computation of the DCP of the image, the BCP radiance is defined by Equation (3) (Shi et al., 2018):

$$
\begin{equation*}
J_{\mathrm{BCP}}^{\mathrm{RGP}}(x)=\max _{y \in \Omega(x)}\left\{\max _{c \in\{r, g, b\}} J^{c}(y)\right\} \tag{3}
\end{equation*}
$$

Unlike the radiance defined in Equation (2), the less the light reaching the pixel $x$ is affected by back-scattering, the more the bright channel radiance $J_{B C P}^{R G P}(x)$ tends to its maximum value (i.e. 1 in the case of the present implementation). This means that the $B C P$ image $I^{B C P}(x)$, obtained by substituting the radiance $J^{c}(x)$ with $J_{B C P}^{R G P}(x)$ in Equation (1), has brighter pixels corresponding to regions where either the light is not affected by back-scattering or regions where the diffused light has higher values. The Corrected Dark Channel Prior (CDCP) image is then defined by Equation (4):
$\left.\right|^{\mathrm{CDCP}}(x)=\max \left\{0,\left.\right|^{\mathrm{DCP}}(x)-\left.\alpha\right|^{\text {diff }}(x)\right\}, \quad I^{\text {diff }}=\left|\left.\right|^{\mathrm{DCP}}(x)-\left.\right|^{\mathrm{BCP}}(x)\right|$, (4)
where $\alpha$ is a real number varying in the range $[0,1]$ and the image difference $I^{\text {diff }}(x)$ between the dark and bright channel images has brighter pixels corresponding only to regions where the light is not affected by back-scattering (i.e. low values of diffused light) and dark pixels corresponding to regions characterized by diffused ambient light. The brighter pixels (if any) in the CDCP image represent
regions characterized by the ambient diffused light (if any), as shown in Figure 7, independent of whether the scene was illuminated by the lighting system of the imaging device or by the natural ambient light.

The underwater diffused light is obtained by resizing the acquired images to $640 \times 427$ pixels. The size of the local patch $\Omega(x)$ is 101 pixels (image padding is used for analysing the image borders), the value of the $\alpha$ parameter in Equation (4) is set to 0.5 and the estimated light intensity is computed by considering only the brightest $30 \%$ of the pixels of the CDCP image.

Figure 7 shows two examples of diffused underwater ambient light estimates, based on the CDCP image defined in Equation (4), where the computed values correspond to 0.91 and 0.24 , for the daylight image a) and the night image d) respectively.

Figure 8a shows the relative value of the estimated diffused light, computed for each image over the monitored period. The maximum value corresponding to 1 refers to the brightest images in the dataset, while darker images have a smaller estimated diffused light value. The two vertical lines correspond to the beginning and end of the Antarctic night as presented in Balog et al. (2019). The blue line is the trend of the estimated diffused light, computed as the moving average of the obtained light values.

Although the sun is constantly present above the horizon from the beginning of November to the beginning of February, the monitored site shows a daily light/shadow cycle for the largest part of the Austral daylight period. As discussed in Peirano et al. (2016), the shadow effect is caused by the position of the cliff with respect to the monitoring site and such a light variation has been captured by image analysis algorithms.

The diagram in Figure 8a shows the light/shadow cycle, as an alternation between higher and lower values, together with a decreasing trend of the diffused light until the beginning of the Antarctic night (first green vertical line), even with some discontinuities caused by biofouling on the camera. The small noisy light variations shown in the dark period are mainly originated by some residual biofouling present on the camera as shown in Figure 7f. After the end of the Antarctic night (second green vertical line), the natural light increases, with some discontinuities, until the end of September, when a significant decrease happens, yet probably caused by a cloudy sky or by the accumulation of snow on the ice pack.

## 4.2 | Seabed organisms' activity

This analysis is aimed at the automated detection and counting of the organisms' movement during the observation period. From two consecutive images, it is possible to detect how many organisms moved from their position, or entered or exited from the observed scene. As the imaging device was installed on a fixed platform, the image background is also fixed; thus, the movement of the foreground organisms is detected by applying an image differencing technique (Marini et al., 2018; Moeslund, 2012).

The proposed image differencing algorithm is an unsupervised image processing technique not requiring any special training effort, as in the case of the supervised machine learning approaches. As a consequence, no visual inspection is needed either. It is based on an appropriate image segmentation process capable of identifying


FIGURE 7 Image examples showing the estimate of the underwater, diffused ambient light analysis. The images in (a and d) were acquired during the Antarctic daylight and the night period, respectively; (b and e) represent the Corrected Dark Channel Prior (CDCP) images, respectively; (c and f) show the image regions (red areas) contributing to the estimate of the diffused light.


FIGURE 8 (a) Reconstruction of the underwater diffused light. The ordinate axis represents the relative light intensity, where 1 is the maximum light value estimated in the whole image dataset and 0 is the complete absence of diffused light. (b) Computation of the organisms' activity based on the image differencing approach. The ordinate axis represent the number of computed movements between two consecutive images. (c) Computation of the organisms' activity based on the image tags obtained through visual inspection. The blue lines in the three diagrams represent the moving average with radius equal to 5 .
the relevant subjects (i.e. the organisms moving on the seabed) and detecting their movements.

The segmentation process is based on two assumptions: (i) the relevant subjects within an image (i.e. the organisms moving on the seabed) move faster than the irrelevant image regions consisting of the static background (e.g. the sponge, the rocky bottom); (ii) the images are sorted with respect to the acquisition time (i.e. the image dataset is organized as a time series).

Based on the two previously defined assumptions, the image differencing approach involves three consecutive images, as defined in Equation (5):

$$
\begin{equation*}
I^{\text {diff }}=\left|I_{t}-I_{t-1}\right| \wedge\left|I_{t}-I_{t+1}\right|, \tag{5}
\end{equation*}
$$

where the operator - represents the difference between two images, the operator $\wedge$ represents the pixelwise logical AND operation between two images, and the indices $I_{t-1}, t$ and $I_{t+1}$ represent the time-stamps of three consecutive acquired images (Moeslund, 2012).

After the image difference is computed, a blurring operator, a Gaussian threshold and morphological operators (Marini et al., 2018; Moeslund, 2012) are applied to identify the image blobs representing potentially relevant subjects.

Figure 8 b shows the computed activity of the benthic fauna, obtained through the image differencing approach. Since the field of
view of an image depends on the ambient light, which may vary, the automated image analysis is again restricted to the region of the images constantly illuminated by the device lighting system, as shown in Figure 5b. This region includes the sponge and the rocky bottom in front of it. The ordinate axis of the diagram shows the number of movements of the organisms and the red line represents the movements computed in each image with respect to the previously acquired image. The blue line represents the trend of the organisms' activity, computed as a moving average.

Figure 8b shows that the faunal activity noticeably decreases during the Antarctic night, increasing again with the increasing of the duration of daylight, suggesting that this faunal activity is mainly driven by the seasonal variations in the light.

To assess the performance of the automated movement counts, the differencing approach applied to the acquired images is also applied to the image tags obtained through a visual inspection restricted to image regions illuminated by the imaging device. The results of the tag-based estimation of the movements of the organisms are shown in Figure 8c. The resulting diagram is strongly correlated to the one shown in Figure 8b, sustaining the hypothesis that the detection of faunal activity can be performed automatically with an accuracy comparable to that obtained through a huge visual effort. Indeed, the Pearson correlation coefficient between the two moving averages (blue lines) is equal to 0.86 ( $p$-value $=7.4 e^{-222}$ ).

## 4.3 | Oscula activity

Another automated image analysis is performed to investigate the activity of the sponge M. acerata over the entire period of observation. In particular, the activity of four sponge oscula is analysed to estimate their dilatation and contraction activity by computing the circle fitting the border of each osculum.

The oscula of the sponge are quite small in size with respect to the whole image and when contracted they reduce their radius until they disappear, becoming almost indistinguishable from the other parts of the sponge. Due to the high resolution of the imaging device camera ( $5,207 \times 3,469$ pixels), it is possible to zoom into the acquired images to capture the details needed to estimate their dilatation/contraction dynamics. The four oscula are analysed using image masks aimed at cropping to the smaller regions containing the oscula. Then the Hough circle transform function implemented in OpenCV (OpenCV, 2021) is used to identify the border of an osculum, in each cropped image, together with the diameter of the corresponding fitting circle.

The cropped images have a very small size and small changes of the position of the imaging device noticeably affect their content. For example, the mask used for the osculum 1 has size $74 \times 82$ pixels, while the mask used for the osculum 2 has size $66 \times 58$ pixels. Actually, after the acquisition of the first 109 images (out of 755 im ages), the imaging device moved slightly toward down and right, producing an offset of a few pixels ( $30 \times 108$ pixels) in the position of the sponge with respect to the borders of the image. To compensate for this small offset, two masks for each oscula are needed, one before and one after the movement of the device.

Since no osculum is a perfect circle, and since its geometry changes during the dilatation/contraction process (Figure 9b) the Hough circle transform is executed by searching all the fitting circles with minimum radius corresponding to 5 pixels and maximum radius corresponding to 50 pixels. The fitting circle of each cropped image is then computed by averaging both the computed circle centres and radii.

Figure 9 a shows the sponge and the four analysed oscula. Figure $9 b$ shows the sequence of (not contiguous) image crops of the osculum 3, with different dilatation and contraction levels. Figure 9c shows the same image sequence where the fitting circle of the osculum is automatically computed.

The activity of the oscula is shown in Figure 10. The red dots represent the osculum aperture expressed as the diameter of the fitting circle, the blue line represents the osculum dilatation/contraction trend computed as a moving average.

Although the four oscula have different dynamics, all of them share a similar behaviour with respect to the Antarctic day/night alternation. Before the beginning of the Antarctic night (left green vertical line), the four oscula are contracted for most of the time (i.e. the diameter is approximately equal to 0 ). In particular, the computed diameter is equal to 0 for $92 \%, 76 \%, 51 \%, 80 \%$ of the analysed images, for oscula 1-4, respectively. In contrast, during the Antarctic night period (between the two vertical green lines), all the oscula reach the maximum dilatation for the majority of the time series and the percentage of contracted oscula drops down to $13 \%, 32 \%$, $13 \%, 48 \%$ for oscula 1-4, respectively. In the period following the Antarctic night, the number of images having a computed osculum radius equal to 0 increases to values similar to the period preceding


FIGURE 10 The dilatation/contraction activity estimated for: (a) osculum 1; (b) osculum 2; (c) osculum 3; and (d) osculum 4. The red points represent the diameter of the circle fitting the osculum, the blue line represents the moving average (with radius 5) of the computed diameters.
the Antarctic night, although with significant differences. In this period, the percentage of contracted oscula is equal to $36 \%, 54 \%, 14 \%$, $74 \%$ for oscula 1-4, respectively. In particular, an oscillation is evident for oscula 2 and 3.

## 4.4 | Automated detection of organisms

Manual tagging through visual inspection is an expensive activity requiring significant human effort. Nevertheless, the knowledge obtained from such a visual activity can be used for training a supervised classifier based on machine learning for automatically recognizing and counting the organisms captured in the images (Langenkämper et al., 2020; Lopez-Vazquez et al., 2020; Malde et al., 2019; Marini, Fanelli, et al., 2018). The sea urchins and the sea stars are the most present species in the acquired images and a convolutional neural network based on the YOLO architecture (Redmon et al., 2016; Srivastava et al., 2021) is trained for demonstrating the effectiveness of the automated detection of specimens from these two species.

The image-content classifier used for the automated detection of the sea stars and the sea urchins is the YOLO-V5 convolutional
neural network, freely available from the GitHub software repository (YOLO V5, 2021). Taking advantage of the transfer learning approach (Zhuang et al., 2021), the YOLO-V5 classifier is pre-trained for the object detection task on the general purpose COCO dataset (COCO, 2021). Then the classifier is specialized for the two studied species by re-training it three times using the last estimated weights as pre-trained input, for the next iteration, and successively increasing the image resolution from 128 to 480 pixels. The performance of the classifier is assessed through Kfold cross-validation summarized by the average of the Average Precision (AP) on the sea star class and the sea urchin class, as defined in Fawcett (2006).

All the image tags obtained from the visual inspection (i.e. not only the tags corresponding to the masked regions of the images) are randomly sampled and split into two sets, one used for training and validation and the other for testing. The training-and-validation set consists of 14,163 sea urchin specimens and 5,115 sea star specimens sampled from 642 images. A fivefold cross-validation (Dougherty, 2013; Kohavi, 1995) is used to evaluate the classification performance, finding a mean average precision of $82 \%$ (standard deviation 0.07) computed with an Intersection over Union (IoU) corresponding to 0.5 (Zhu et al., 2021). The best performing classifier
obtained through the cross-validation is then applied to the test set, consisting of 964 sea stars and 3,029 sea urchins. The test set mean average precision at 0.5 loU is $92 \%$.

Figure 11a shows several examples of YOLO classifications performed on the test set under different conditions of underwater diffused light. Figure 11b compares the YOLO automated detection, performed on the test set (solid blue line), with the sea stars and sea urchins tags obtained from the visual inspection (red dashed line). The Pearson correlations between the automated detections and the specimens' tags obtained from the visual inspection are 0.89 ( $p$ value $=2.4 e^{-39}$ ) and $0.85\left(p\right.$-value $\left.=6.9 e^{-33}\right)$ for the sea stars and the sea urchins, respectively.

## 5 | DISCUSSION AND CONCLUSIONS

One of the most urgent tasks for the coming decades is the development of technologies for continuously tracking and accurately predicting the biological responses to human impacts and global climate changes, especially in the continent of Antarctica (Brasier et al., 2019; Clark et al., 2019; Convey \& Peck, 2019). Within this context, high-definition still and video image data constitute a key non-destructive approach for the non-invasive monitoring of aquatic marine environments (Aguzzi et al., 2019; Bicknell et al., 2016; Jahanbakht et al., 2021). Many studies in the literature contributed to the analysis of benthic fauna outside the Antarctic region (Lopez-Vazquez et al., 2020; Möller \& Nattkemper, 2021), including the analysis of corals (Osterloff et al., 2019; Zuazo et al., 2020) and sponge dynamics (Harrison et al., 2021; Möller et al., 2019).

The imaging device used in this pilot study is a simplified version of a class of more complex devices that can operate autonomously for extended periods of time and are capable of extracting and transferring the relevant information contained in the acquired images (Corgnati et al., 2016; Marini et al., 2013; Marini, Corgnati, et al., 2018). The use of this kind of device in remote sites characterized by difficult deployment operations, like the Antarctica's benthic habitat, is crucial for gathering long-term data capable of explaining the functioning of the ecosystem.

The hardware architecture of a device capable of executing algorithms for content-based image interpretation, independently of remote computational resources, is the core of the edge-computing paradigm (Shi et al., 2016). Within this paradigm, unlike cloud computing, the data do not need to be transferred outside the device to be processed. On the contrary, the data are processed as close as possible (possibly onboard) to the source that generated them. Such onboard intelligence can be used for adaptively changing the behaviour of the imaging device in a way that depends on the occurrence of relevant triggering events. For example, changes in the diffused underwater light, as shown in Figure 8a, can be used as triggering events for increasing (decreasing) the frequency of the image acquisition. Similarly, the acquisition frequency can be adapted depending on the observed fauna's activity, as shown in Figure 8b. For
example, when the device detects relevant changes in the fauna's movements, it can adapt its behaviour so as to minimize the risk of data downsampling (oversampling). The imaging device is also capable of executing image classification algorithms (see Figure 11) specifically designed to be executed on hardware components with limited computational capacity (Marini, Fanelli, et al., 2018). In this case, the behaviour of the device can change when a target organism enters (exits) the scene or when the number of its occurrences reaches a fixed threshold.

Underwater communication of information to a land station is rarely practiced in Antarctica, especially because of the difficulties of placing a surface antenna when the ice pack is unstable. However, when the sea surface is free of ice or when it is completely frozen, underwater observing systems can transfer the acquired data through appropriate surface communication facilities (Jahanbakht et al., 2021). In this case, the double link communication capability of the imaging device could be used either for the periodic transmission of relevant information from the device (e.g. image sub-regions, abundance time series) or for receiving new configuration programmes and image processing algorithms.

The imaging device deployed in this pilot study showed its potential for the investigation of the seasonal dynamics of macrobenthos. The species recognized in the image time series were already known for Tethys Bay (Vacchi et al., 2000). The fish T. newnesi was observed near the sea bed only at the beginning of the observation period (end of January, beginning of February) when the sea surface was not yet covered by ice. In contrast, the benthic fish $T$. bernachii confirmed its presence in a rocky inshore habitat (Williams, 1988) over the whole observation period, with a noticeable increase during the Antarctic night and the following transition period (see Figure 6). Both these species are deemed relevant and their persistence and response to climate and anthropogenic changes have been widely investigated by the marine science community (Bilyk et al., 2018; Enzor et al., 2017; Todgham \& Mandic, 2020). The sea urchin S. neumayeri and the sea stars of genus Odontaster were the macrobenthos organisms that occurred most frequently during the whole observation period, as shown in Figure 6. Since these organisms are quite common along the Antarctic coasts, they have been the subject of many studies dealing with seasonal dynamics and food web architecture (Caputi et al., 2020; Dayton et al., 2019). Although other species were less frequent in the observations (e.g. the gastropod, the seaworms and the sea cucumbers), they are deemed a relevant part of the trophic structure of the benthic coastal food web (Caputi et al., 2020; Cardona et al., 2021).

In Cerrano et al. (2000), it was observed that the ingestion of the tissue of M. acerata by the $O$. validus and the $S$. neumayeri can lead to the total destruction of the sponge. Also the acquired images showed episodes of ingestion by the sea urchins and by the red sea stars; nevertheless, the sponge was not severely damaged by the activity of the two species within the observation period. Similarly, the sponge pumping rate and its relation


FIGURE 11 (a) Examples of YOLO classification of sea stars and sea urchins on images acquired under different conditions of underwater diffused light; (b) Comparison of organisms' tags obtained through visual inspection (dashed red line) with the YOLO automated classification (solid blue line).
to environmental factors have been rarely studied (Kowalke et al., 2001) and the long-term monitoring performed through the imaging device allowed to study interesting aspects of the sponge dynamics. In fact, while the sponge size did not vary over the observation period, the four analysed oscula showed a behaviour strongly dependent on the daylight Antarctic dynamics, as presented in Figure 10.

The success of this pilot study and the relevance of the recorded data, together with the recommendation proposed in SOOS (2017), SCAR (2021), ANTOS (2015), Convey and Peck (2019), are the steps towards the collection of continuous data on coastal bottoms in Antarctica all year around and the increase in the number of coastal stations for the monitoring of this environment. Video and image data should be collected along with the physical and chemical variables of the first 30 m of seawater, but also from offshore seawater (Cummings et al., 2018). Moreover, the acquisition of biological and oceanographic parameters should be coupled with the monitoring of Antarctic-specific features, such as, for example, the onset of freezing phenomena like the anchor ice, which may modify benthos succession and explain the scarcity or the disappearing of some key species such as bivalves and sponges in Antarctic coastal bottoms (Kim et al., 2019).
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