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ABSTRACT: We present a device that exploits spatial and spectral
correlations in parametric down-conversion at once. By using a ghost
imaging arrangement, we were able to remotely reconstruct the frequency
profile of a composite system. Our device can detect the presence of
distinct spatial regions, each of them characterized by different spectral
absorption. This is enabled by a model-independent analysis, making it
possible to identify the spectral component based uniquely on the
collected data and without recurring to a priori information. Such an
approach can be beneficial in the low-count regime, which is a typical
condition in these experiments.
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■ INTRODUCTION
Adopting correlations of light, either quantum or classical in
nature,1−7 has allowed one to develop novel solutions in
sensing. The typical workhorse is a photon pair source, realized
by parametric nonlinear optical effects.8,9 These processes
convert individual photons from an intense pump light into
photon pairs: as the elementary event must obey momentum
and energy conservation, the spatial and spectral properties of
one photon are entangled with those of the second photon.
Notably, the two emissions can be in vastly different spectral
regions.10−14

Thanks to the adoption of ghost imaging schemes, based on
space and momentum correlations, images could be collected
remotely, reducing the complexity of the detection after the
object to a bucket detector with no resolution ability;9 the
actual imaging system is placed on a correlated beam and can
be more conveniently located. The main appeal of the scheme
is thus in its capability of displacing cumbersome analysis
apparatuses to more convenient locations when it comes to
hardly accessible objects as well as frequency ranges. The
analogue effect in the spectral domain has been termed
quantum ghost spectroscopy and relied on a conceptually
identical scheme.15−17 Ghost techniques have demonstrated
advantages for microscopy applications18 in terms of photon
flux,11,19 contrast,20 and metrological performance.21,22 Besides
the two main spatial and spectral axes, ghost schemes have
been extended to other degrees of freedom, foremost time, and
polarization.23−28

More recently, the exploitation of induced coherence
without induced emission29,30 has allowed a similar advantage,
by virtue of the same parametric processes, now differently

used.31−35 The scheme uses a two-source arrangement with
the sample placed in between. The focus here is more about
shifting the detection from the infrared domain, dense with
characteristic lines of molecules, to less demanding and more
efficient visible light systems for either imaging or spectrosco-
py.
Spatial and spectral effects, however, are present simulta-

neously;36 thus, the same system lends itself to build an
imaging spectrometer that record spectral and spatial
information from remote at once.37 A first step in this
direction has been taken in multispectral quantum imaging:38

spectral correlations are used in order to determine the
frequency, while imaging is performed conventionally.
In this article, we demonstrate the simultaneous usage of

spectral and spatial correlations to realize a ghost imaging
spectrometer. We adopted as our test case different filters
placed in distinct positions. For our proof-of-principle
demonstration, we adopt degenerate light, in order to curtail
efficiency limitations on either photon, and a 1D spatial
geometry.
This investigation allowed us to showcase the potential of

our equipment and prompted us to investigate model-agnostic
methods for the discrimination of regions characterized by
distinct spectra. These are proven to be resilient to a limited
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data collection. Our method demonstrates a resource efficient
use of quantum light, serving as a template for even more
functional quantum devices.37,39

■ EXPERIMENTAL SECTION
Our ghost imaging spectrometer exploits correlations naturally
occurring in parametric processes, in particular, in parametric
down conversion (PDC). A pump beam, propagating in the z
direction, is characterized by a spectral amplitude S(ωp) and a
transverse spatial profile aa q( )p . When arriving on a PDC
crystal, it generates photon pairs. Phase matching in the crystal
determines its response as q q( , ; , )1 1 2 2 , while conserva-
tion relations impose ωp = ω1 + ω2 and q q qp 1 2= + , in the
limits in which the interaction occurs for a long time and over
a large transverse area. The two-photon wave function then
reads

d d q d d q S q

q q q a a

( ) ( )

( , ; , ) 0

p
2

p 1
2

1 p p

1 1 p 1 p 1 1 2

| = ×

|† †
(1)

When S(ωp) and q( )p are much narrower than the
natural widths of the phase matching, these behave effectively
as delta functions centered at ωp = ω0 and q 0p= . This imposes
strict correlations between the two photons in frequency (or,
equivalently, in their generation time) as well as in transverse
momentum (or equivalently in their generation position x)⃗;
notice that for long crystals, transverse momentum and
frequency of the individual photons are strongly coupled;
thus, frequency and position are practically independent.
When an object with transmittance T x( , )1 1 is placed on

the path of photon 1, the wave function is modified. In the
ghost scheme, no resolved detection is used on photon 1, thus
providing to access to T x( , )1 1 ; further, the action is local on
photon 1; thus, the analysis of photon 2 alone cannot be
informative either. However, their coincidences are described
by a term

d d q T x x x a a( , ) ( , ; , ) 0c 1
2

1 1 1 1 1 0 1 1 1 2| = × |† †

(2)

thus showing a modulation depending on the transmittance.
This makes it possible to access it in a ghost arrangement. We
have implemented our ghost spectrometer with the setup
shown in Figure 1.
The object to be analyzed, reached by the idler photon, is

placed in the image of the crystal plane. This is performed by a
f = 300 mm lens placed at 500 (750) mm from the crystal
(target), resulting in a 1.5× magnification in the image of the
BBO. The space- and frequency-insensitive detector (the
“bucket”) is implemented by collecting photons in a
multimode fiber through a high numerical aperture objective
and finally by an avalanche photodiode (APD). Analysis is
carried out on the correlated signal photon. This is performed
by a spectrometer (Andor Kymera 328i) and an ICCD (Andor
iStar DH334T-18U-73), triggered by the APD signal and
preceded by an image-preserving delay line.11,40 This is
necessary due to the electronic delay in the activation of the
ICCD from the trigger event: it was suitably designed such that
the ghost image is focused on the entrance slit of the
spectrometer. The optimized synchronization of the setup

allows us to obtain the measured spectral images in a
coincidence scheme (see the Supporting Information for
more details).
The system is able to provide a spatially resolved image over

vertical dimension y, while orthogonal direction x is devoted to
the spectral analysis. The raw outcomes of our measurements
are thus the number of counts from the ICCD for every pixel
acquired in the photon-counting regime: we call each of these
collections a λvsY map.
The imaging capabilities of our setup are illustrated in Figure

2, in which panel a shows the λvsY map of the counts with no
objects in the bucket arm. Panel (b) demonstrates how the
image is modified when inserting a neutral-density filter
(NDF) only on part of the idler beam: its effect is shown as a
reduction of the brightness in the upper part, with no
significant dependence on the wavelength (see Figure 2 panels
(c,d)).
The joint spectral and spatial discrimination abilities of our

setup can be assessed by introducing objects with different
spectral responses placed over distinct portions of the beam. In
our work, we used two spectral filters with different
transmission profiles. Their characterization is presented in
Figure 3, in which we show three λvsY maps obtained when
inserting either filter completely on the idler beam or leaving it
unobstructed�this latter sets the blank reference. The marked
difference among these three conditions is a clear indication of
the spectral capabilities of our configuration.
Figure 4 reports the outcome of the measurements with the

filters partially inserted on the idler beam: the simultaneous
spectral analysis details the different frequency response from
the two regions with and without the filters. These can be
limited by visual inspection, and the associated spectra are
obtained by spatial integration over the relevant pixels.

Figure 1. Experimental scheme. A CW laser at 405 nm arrives on a 3
mm-thick BBO crystal, generating signal-idler photon pairs by
parametric down-conversion around the degenerate wavelength of
810 nm. The idler is sent to the spectral object (T) and then to the
bucket detection; the object is a composite system of elements with
different transmission and spectral response, studied only along its y
coordinate. The inset shows how the beam partially intercepts the
target, thus obtaining an object with two spectral regions due to the
response T(λ) of the filter. The signal arrives onto a single-photon
imaging spectrometer suitably synchronized with the bucket detector,
allowing one to perform measurements in a coincidence scheme.
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■ RESULTS
Our data set can be analyzed beyond the conventional visual
inspection we have described. In this section, we illustrate a
methodology combining the complementary information
attained by means of three statistical approaches: k-means,
non-negative matrix factorization (NMF), and linear discrim-
ination analysis (LDA). Each of them is able to provide
condensed information about the data set, without relying on a
priori knowledge. We include in our data set the three
reference spectra, as well as five repetitions of the measure-
ments in Figure 4 for each filter�each λvsY map thus yields
two spectra, one per spatial-spectral region. In this way, we can
account for the variability in the acquisition of the spectra,
mainly due to uncertainties in the count rates.
The first method we discuss is k-means analysis: this aims at

uncovering the presence of clusters in the data set, which
represent distinct spectral classes. The spectra need to be cast
as vectors and standardized by normalizing the peak value to 1,
thus allowing for a comparison between spectra in different
collection conditions. The analysis consists in grouping them
in k clusters, each of them centered around its centroid cj,
using an iterative algorithm: each spectrum is assigned to a
cluster based on the closest centroid. The centroids of each
cluster act as representatives of each class. The number of
classes k is fixed upfront arbitrarily, but then the quality of the
clustering is assessed by assessing the residual distance
R c sj

k
i j i j i1 ,

2= | |= , where the j-sum runs over the
clusters, the i-sum over the spectra, and εj,i is 1 if the ith

spectrum is assigned in the jth cluster, and zero otherwise. We
plot the residual R for different choices of k in Figure 5a,
showing that k = 3 provides a good trade-off in terms of
clustering. The three centroids, reported in Figure 5b, can be
immediately associated with the three references.
The second approach is NMF. This technique is rooted in

the observation that any non-negative matrix V can be
decomposed as V = WH + U, where W and H are non-
negative matrices, and U is a matrix allowing for residues, since
the problem is approximated numerically in the typical
instance. The implications for data analysis are that data set
V, in our case, the matrix containing the spectra, can be
obtained by applying a weight matrix W to the matrix H
representing the main components of the data set. Differently
from k-means, which associates each spectrum univocally to a
single cluster, NMF provides not only representative
components akin to the centroid but also the weight of each
component in all spectra. Based on the results of the k means
analysis, we have fixed the number of components to 3, leading
to the spectra shown in Figure 5c. For each measured
spectrum, a prominent component can be recognized by
inspecting the corresponding column in matrix W, i.e., the
expected component has always a weight > 65−70%. The
centroids representative of the clusters obtained with the k
means are mirrored in the main components reconstructed by
NMF, as well as in the reference spectra. Nevertheless, NMF
provides a more efficient approach, and the obtained relative
weights are a fundamental tool to classify each measurement of
the data set.

Figure 2. Imaging test of the setup. For the sake of obtaining a clearer presentation, the spectrum is limited by a filter placed immediately before the
bucket detector and thus does not act as an object for imaging. (a) Reference measurement, without any object intercepting the beam in the bucket
arm. (b) λvsY image retrieved when a neutral density filter (NDF) partially intercepts the beam in the bucket arm. A lower flux of photons was
detected in the upper region, signaling the presence of the target object. In both panels, the color scale refers to the count rate in the acquisition
time of 120 s (left) and 180 s (right). (c) Spectrum and (d) spatial profile after the data vertical and horizontal binning, respectively.
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Finally, we corroborate the choice of three classes by
applying a linear discrimination analysis. This is a multivariate
analysis combining the dimensionality reduction with data
classification in order to preserve as much information as
possible on the discrimination of the different classes. The
algorithm examines the directions along which the data have

maximum variance and projects the data in this direction: noisy
directions are removed, achieving a representation of the data
in lower dimension. This then represents a way of optimizing
the discrimination among classes, although it does not provide
means to identify representatives. The application of this
algorithm to our data set, presented in Figure 5d, reinforces

Figure 3. Reference spectra for the frequency-resolved measurements. (a−c) Raw data acquired with the iCCD. For each pixel, we show the
number of counts detected in the photon-counting regime. (d−f) Corresponding spectra after the data vertical binning. A fit with the Gaussian
function G x a x x( ) exp ( ) /(2 )0

2 2= · [ · ] for the three data sets gives the following results for the central wavelengths: x0 = 778.51 ± 0.09 (filter
1), 771.26 ± 0.24 (filter 2), and 803.73 ± 0.09 (vacuum). (g) Spatial profile of the detected mode obtained by the horizontal binning. These maps
are collected at long accumulation time (t ≥ 3600 s) in order to achieve a good signal-to-noise ratio, i.e., ≈10%. For the three experimental
configurations, different parameters were considered, and these values depend on several experimental factors, e.g., the number of photons collected
by the bucket detector which cannot exceed the limit imposed by the iCCD, the absorbance due to the presence of the filter, and the resulting
boundaries for the pump power. Since the filters are inserted completely on the idler beam, the spatial profiles are very similar in the three cases.
The spectra are obtained by integrating over spatial coordinate y, with their axis referring to the wavelength of the signal photon.

Figure 4. Frequency-resolved measurements with spatially separated spectral regions. (a,b) λvsY maps reveal the existence of distinct regions with
disparate frequency responses; the blank region corresponds to the lower section of the map, panel c, while the filters correspond to the upper
sections of the maps, panel (d). (e) Spatial profile of the detected mode obtained by the horizontal binning.
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once again the view that three components explain our
observations. The separation between these classes indicates
that although the spectra appear noisy, our signal-to-noise ratio
≈10% is more than satisfactory, and it does not compromise
the identification of the three components; thanks to the
reduction of dimensionality, this is best assessed by LDA than
by k-means.

■ CONCLUSIONS
The principles of a quantum ghost imaging spectrometer have
been illustrated. Spatial and spectral degrees of freedom can be
simultaneously harnessed and employed to obtain spatially
resolved spectra, combining frequency and position measure-
ments. On the other hand, the presence of space−time
coupling in the far field advises against adopting the scheme for
momentum measurements.
We tested our setup with three spectral objects, and the

employment of several statistical methods allowed support of
the conclusion that three classes can be identified.
The specific experimental arrangement has been conceived

and realized based on the convenience of operation: the
degenerate regime benefits from the availability of relatively
high-efficiency detectors for both the bucket APD and the
ICCD.
The idea, however, is fully compatible with the employ of

nondegenerate phase-matching, linking visible and infrared
ranges in both space and frequency.
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